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Figure 1: The binocular egocentric input and a qualitative result of 3D pose estimation of previous methods and our system.
The ground truth pose is in red, and the gray one corresponds to [Zhao et al. 2021], [Akada et al. 2022], and our system from
left to right.

ABSTRACT
We present Ego3DPose, a highly accurate binocular egocentric 3D
pose reconstruction system. The binocular egocentric setup of-
fers practicality and usefulness in various applications, however,
it remains largely under-explored. It has been suffering from low
pose estimation accuracy due to viewing distortion, severe self-
occlusion, and limited field-of-view of the joints in egocentric 2D
images. Here, we notice that two important 3D cues, stereo corre-
spondences, and perspective, contained in the egocentric binocular
input are neglected. Current methods heavily rely on 2D image
features, implicitly learning 3D information, which introduces bi-
ases towards commonly observed motions and leads to low overall
accuracy. We observe that they not only fail in challenging occlu-
sion cases but also in estimating visible joint positions. To address
these challenges, we propose two novel approaches. First, we de-
sign a two-path network architecture with a path that estimates
pose per limb independently with its binocular heatmaps. Without
full-body information provided, it alleviates bias toward trained
full-body distribution. Second, we leverage the egocentric view
of body limbs, which exhibits strong perspective variance (e.g., a
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significantly large-size hand when it is close to the camera). We
propose a new perspective-aware representation using trigonome-
try, enabling the network to estimate the 3D orientation of limbs.
Finally, we develop an end-to-end pose reconstruction network
that synergizes both techniques. Our comprehensive evaluations
demonstrate that Ego3DPose outperforms state-of-the-art models
by a pose estimation error (i.e., MPJPE) reduction of 23.1% in the
UnrealEgo dataset. Our qualitative results highlight the superiority
of our approach across a range of scenarios and challenges.
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1 INTRODUCTION
Egocentric 3D pose reconstruction brings mobility to many promis-
ing applications such as avatar creation [Ahuja et al. 2019], mo-
tion analysis for sports [Hwang et al. 2017; Zecha et al. 2018] and
health [Maskeliūnas et al. 2023], and action recognition [Núñez-
Marcos et al. 2022]. Among various egocentric setups [Akada et al.

https://doi.org/10.1145/3610548.3618147
https://doi.org/10.1145/3610548.3618147
https://doi.org/10.1145/3610548.3618147
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3610548.3618147&domain=pdf&date_stamp=2023-12-11


SA Conference Papers ’23, December 12–15, 2023, Sydney, NSW, Australia Taeho Kang, Kyungjin Lee, Jinrui Zhang, and Youngki Lee

2022; Rhodin et al. 2016; Tome et al. 2019; Xu et al. 2019; Zhao
et al. 2021], several works show the potential of eyeglasses with
two binocular fisheye cameras [Zhao et al. 2021]. EgoCap [Rhodin
et al. 2016] is one of the first works that adopt a helmet form factor
with two mounted cameras on an extended stick. EgoGlass [Zhao
et al. 2021] extends the work to handle self-occlusion cases and
UnrealEgo [Akada et al. 2022] improves the accuracy by using a
large-scale synthetic dataset. The accuracy, however, is still far
below third-person-view-based 3D pose estimation techniques.

In this work, we introduce Ego3DPose, a novel system designed
with an in-depth investigation of the binocular and egocentric set-
ting. Compared to third-person view inputs, egocentric binocular
inputs inherently possess limited information due to their restricted
field of view and significant self-occlusions among the joints. Yet,
existing approaches have not fully harnessed the potential of these
already constrained inputs. Figure 2 shows that existing work fails
on joints clearly shown in the inputs with sufficient visual informa-
tion. This is especially common in motions with highly independent
body parts movement, as shown in the supplementary video, where
full-body information barely helps estimate specific limb poses.

We identify two under-utilized sources of 3D information within
binocular and egocentric inputs: stereo correspondence and per-
spective. While these concepts are not new, we recognize that
effectively incorporating them into the network poses unique chal-
lenges and requires careful investigation.

Utilizing stereo correspondence is challenging in two-fold. Firstly,
existing methods in the domain of multiview pose estimation are
highly data-dependent. Their performance lacks generalizability
across poses or camera configurations [Bartol et al. 2022]. This is, in
particular, challenging in egocentric settings with limited datasets.
Secondly, 2D-to-3D lifting is inevitably ambiguous unless both 2D
joint positions and camera calibrations are accurate [Chen and
Ramanan 2017a]. Existing methods focus on optimizing these two
components working sequentially. In contrast to third-person-view
settings, where high accuracy can be achieved in 2D pose estima-
tion, egocentric settings suffer from severe self-occlusions and view
distortions propagating the error to stereo correspondence estima-
tion. Thus, tighter cooperation between stereo information and the
2D pose estimation holds greater significance.

The amplified perspective effect of fisheye camera views, espe-
cially with the egocentric setup, has been considered a challenge
rather than an opportunity. Specifically, the body parts further from
the camera, such as the lower limb, are shown much smaller than
the real size, while the shoulder and upper limb views are enlarged.
Existing methods aim to tackle the challenge with reprojection
methods to alleviate the distortion effect [Liu et al. 2023; Xu et al.
2019; Zhang et al. 2021] or extensively train the network with large
synthetic datasets [Akada et al. 2022; Tome et al. 2019]. However,
these approaches overlook the potential value of the perspective
factor, which can be useful information conveying the intensity of
the 3D effect.

We propose two novel modules integrated into an end-to-end
neural network to tackle the challenges. First, we devise a Stereo
Matcher network to serve two purposes: it i) focuses on learning
the stereo correspondences independent from the full body pose
distribution in the dataset and ii) generates an explicit estimation
of the 3D orientation instead of directly lifting 2D joint estimations

Figure 2: Heatmaps (Left) and 3D pose reprojected to the in-
put images (Right) of [Akada et al. 2022] and our methon.
The heatmap estimation indicates that the visual informa-
tion is sufficient.

to a final 3D position. Specifically, the Stereo Matcher takes the
optical features of each limb independently and predicts per-limb
3D orientation with a weight-shared network. Using the stereo
correspondences and perspective effect, the architecture enables
the module to focus on estimating the limb’s orientation without
reliance on the full-body information. Furthermore, the estimated
3D orientation is concatenated with the 2D heatmaps’ encoded
pose features to assist lifting from 2D to 3D poses.

We also introduce the Perspective Embedding Heatmap repre-
sentation. This representation allows the 2D module to explicitly
extract and utilize the 3D information of the perspective effect. We
represent the perspective effect as the 3D orientation of the limbs.
For example, as shown in Figure 2, the width of the top part of the
upper limb is much larger than the width of the lower part. This vi-
sual cue suggests that the upper limb is nearly perpendicular to the
camera view plane. Then, we devise a trigonometry-based represen-
tation of the 3D orientation. It allows embedding the information
into a 2D heatmap to utilize its uncertainty estimates.

Our end-to-end network, which integrates the two modules,
significantly outperforms prior works. The quantitative measure
of 3D pose estimation errors, MPJPE, was improved by 27.0% and
23.1% compared to the baselines EgoGlass and UnrealEgo in the
UnrealEgo dataset, respectively. Furthermore, the qualitative results
shown in Figure 1 and Figure 7 also show noticeable improvements
made by our work.

In summary, the main contributions are as follows:

• We identify two under-utilized but crucial 3D information
from binocular egocentric 3D pose estimation.

• We propose a novel two-path network that separates stereo
correspondence features from the pose features.

• We introduce a new heatmap representation for 3D orienta-
tion to leverage the perspective effect of egocentric views.

• We achieve significant quantitative and qualitative perfor-
mance improvements compared to state-of-the-art methods.
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Figure 3: Our system consists of three stages: optical feature extraction, two-path feature aggregation, and 3D pose reconstruction
with our two key components Perspective Embedding Heatmap and Stereo Matcher (marked with asterisk*). The optical feature
extraction uses two feature extractors to generate Joint Position Heatmaps and Perspective Embedding Heatmaps. The Stereo
Matcher network estimates the 3D orientation and learns the stereo correspondence from Perspective Embedding Heatmaps.
The heatmap encoder takes all heatmaps as input and generates pose features. Finally, the 3D pose decoder takes the estimated
3D orientations and pose features to predict the 3D pose of the joints. The heatmap reconstructor is only used during training.

2 RELATEDWORKS
2.1 Binocular Egocentric 3D Pose

Reconstruction
There has been a growing body of literature on egocentric 3D
pose reconstruction, particularly in the context of binocular vision-
based setups. Compared to monocular vision-based methods that
use a single fisheye camera with a downward view towards the
full body [Tome et al. 2019; Xu et al. 2019], binocular vision allows
higher accuracy in 3D pose reconstruction via the wider view with
cameras in proximity to the face [Zhao et al. 2021].

EgoCap [Rhodin et al. 2016] proposes the first binocular fisheye
camera-based prototype mounted on a helmet or a headset. It uses
the prototype to collect data with 8 subjects in a multiview studio
setting for ground truth collection and creates a CNN-based 3D pose
estimation model. EgoGlass [Zhao et al. 2021] proposes compact
binocular cameras embedded in eyeglasses, which are located in
closer proximity to the user’s body. However, the compact form
factor leads to frequent self-occlusions of partial body parts and
limited body coverage for various motions. The work partially
solves the problem by explicitly forcing the model to learn the body
part information with a segmentation mask. UnrealEgo [Akada
et al. 2022] recently released a large-scale synthesized dataset for
a similar setup of EgoGlass. It also shows that the overall 3D pose
estimation accuracy improves when the weights between the two
heatmap estimators, one for each of the binocular inputs, are shared.
Despite the potential of such a setting, the overall pose estimation
accuracy still requires significant improvement.

2.2 Methods for Robust 3D Pose Estimation
3D pose estimation solutions can be broadly divided into two types:
i) direct estimation of 3D poses [Li and Chan 2014; Li et al. 2015;
Pavlakos et al. 2017, 2018; Sun et al. 2017; Tekin et al. 2016a] and
ii) leveraging robust 2D pose estimation as an intermediate result
and lifting to 3D [Chen and Ramanan 2017b; Jain et al. 2013; Li
and Lee 2019; Moreno-Noguer 2016; Qiu et al. 2019; Tekin et al.
2016b; Tompson et al. 2015; Zhou et al. 2022]. The 2D-to-3D lifting
method is known to be more robust in various situations [Chen and
Ramanan 2017b]. In particular, maintaining the probabilistic nature
of the intermediate 2D representation significantly contributed to
performance improvement. Earlier work designed the 2D module
to make multiple pose predictions to have ambiguity [Jahangiri and
Yuille 2017; Moreno-Noguer 2017]. Currently, a common approach
is representing the estimated 2D joint positions as heatmaps [Tekin
et al. 2016b; Tompson et al. 2015; Zhou et al. 2022]. This approach
has been explored in various ways. In particular, using skeletal
heatmaps instead of joint heatmaps was proposed to handle oc-
clusion cases in multi-person 3D pose estimation [Chen and Yang
2018]. The key idea was to represent the skeleton as lines connect-
ing two joints. We also leverage the line-based representation but
propose a trigonometry-based embedding showing better perfor-
mance. The heatmap-based approach was explored in multiview
settings as well [Iskakov et al. 2019; Qiu et al. 2019; Zhang et al.
2020]. We also leverage the heatmap representations but propose
methods to integrate 3D supervision from earlier stages of the 2D
module.
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Most of the recent works in egocentric 3D pose reconstruction
also adopt the heatmap-based two-staged approach. 𝑥R-EgoPose
[Tome et al. 2019], which relies on a monocular fisheye view, uses a
2D module to generate Joint Position Heatmaps. Then, the 3D pose
estimator module uses the heatmap as input to estimate the 3D pose.
EgoGlass [Zhao et al. 2021] uses the same architecture but extends
the 2D module to take binocular inputs and estimates an additional
segmentation mask for body part information. UnrealEgo [Akada
et al. 2022] improves this work by using a weight-shared encoder
of the U-Net for the two binocular inputs and a shared decoder for
the heatmap estimation. Compared to the large body of work in
third-person view 3D pose estimation, more studies are required to
increase the robustness in egocentric settings.

3 METHOD
To better highlight the effectiveness of our two modules, incorporat-
ing stereo correspondence and perspective effect, we integrate them
into widely used network architecture instead of redesigning the
end-to-end network. In this paper, the overall structure follows the
encoder-decoder network, where the 2D encoder module extracts
optical features from the binocular RGB inputs as 2D Joint Position
Heatmaps. The heatmaps are encoded into pose features and then
reconstructed into 3D joint positions with the final 3D decoder.
Here, we add the Perspective Embedding Heatmap generator in
the optical feature extraction stage and the Stereo Matcher to the
encoder stage.

Figure 3 shows the overall network architecture. The input to the
network is two 256×256 RGB images. The first stage, optical feature
extraction, generates two sets of heatmaps: i) Perspective Embed-
ding Heatmaps based on our novel perspective-aware trigonometry
representation and ii) Joint Position Heatmaps similar to previous
work. Then, the two-path feature aggregation network separately
learns i) the stereo correspondences from the binocular Perspec-
tive Embedding Heatmaps and ii) pose feature vector extracted
from both Joint Position Heatmaps and Perspective Embedding
Heatmaps. Our network then concatenates the two disentangled
information and generates the final 3D local pose. The local pose
is defined as a 3D position of the joints relative to the pelvis in
the camera coordinate system. A total of 15 joints are estimated,
including the neck, shoulders, elbows, hands, thighs, calves, ankles,
and feet. We additionally train a heatmap reconstruction network
which is not used for inferences.

3.1 Optical Feature Extraction
This module consists of two networks. Both networks take the
binocular RGB images as input but generate different types of
optical features: Perspective EmbeddingHeatmap and Joint Position
Heatmap. They use the same network architecture, a U-Net-based
model with a ResNet18 backbone. We first explain the Joint Position
Heatmap as a preliminary for our Perspective Embedding Heatmap.

3.1.1 Joint Position Heatmap. This heatmap is a single-channel
image where each pixel represents the confidence level associated
with the 2D positions of the joints. It has been widely adopted in
various pose estimation methods [Bulat and Tzimiropoulos 2016]
due to its effectiveness in capturing uncertainty. To align with
previous work, we adopt a per-joint heatmap generation approach

Egocentric Camera
View Plane

Limb-view 
Angle

𝜽𝒍
Input Limb

Joint Depth 𝒄𝒐𝒔𝜽 / sin𝜽

Figure 4: Visualization of a joint position, limb position, limb
depth, and our Perspective Embedding Heatmap, where the
color represents the cosine and sine of the limb-view angle
shown in the right image.

instead of using a single heatmap for all joints. A total of 30 Joint
Position Heatmaps are generated, corresponding to the left and
right input images for the 15 individual joints.

3.1.2 Perspective Embedding Heatmap. The goal of the Perspective
Embedding Heatmap is to incorporate the probabilistic informa-
tion of the perspective effect instead of the joint positions. The
perspective effect can be expressed in different ways, such as the
depth of each joint or the angle between two adjacent joints (Refer
to Figure 4 for the visualization of different types and the specific
explanations in Section 5.3.3). We, in particular, choose the 3D ori-
entation of the limbs defined with the angle between the viewing
plane and the limb (referred to as limb-view angle hereinafter). The
limb-view angle 𝜃𝑙 for each limb is computed as follows:

𝜃𝑙 = atan
©­­«

𝑧𝑙√︃
𝑥2
𝑙
+ 𝑦2

𝑙

ª®®¬
, where 𝑥𝑙 , 𝑦𝑙 , 𝑧𝑙 denotes the relative 3D coordinate of the child
joint from the parent joint in the camera coordinate space, and
𝑥𝑦-plane is equivalent to the viewing plane of the camera. Limbs
are represented as a line rather than a pair of two adjacent joints
to enhance the robustness against occlusions because the visible
parts of the limbs can be utilized.

Embedding the 3D orientation to a heatmap is not straightfor-
ward. We have to embed three pieces of information, 2D position,
confidence, and 3D orientation, into a 2D heatmap. One approach
would be simply multiplying the magnitude of the orientation with
the probabilistic output of the heatmap. However, this can confuse
the network as the pixel values contain information on confidence
and orientation. Adding the perspective value as a separate channel
is also not an effective representation because the confidence only
refers to the 2D joint position estimation rather than the orientation
value.

We use the trigonometric function to embed the limb-view angle
into a 2D heatmap. This choice is motivated by the properties of
trigonometric functions. The sine and cosine value represents an
angle with the constant norm as a vector. Our heatmap has two
channels where the pixel values are scaled sine and cosine of the
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Figure 5: Our Stereo
Matcher module without
Perspective Embedding
Heatmap.

Figure 6: Pose feature
extraction module from
prior work.

limb-view angle. The scale of the resulting vector represents the
confidence of the orientation estimation, while the ratio of the sine
and cosine values can represent the estimated limb-view angle. In
this way, using the trigonometric functions ensures that the per-
spective information is entangled with the probability. Perspective
Embedding Heatmaps are defined for 14 limbs, excluding the head-
neck connection from the 15 limbs connecting the tree hierarchy
of 16 joints. Each set of Perspective Embedding Heatmaps contains
four channels of heatmaps for sine and cosine for the left and right
camera views.

3.2 Two-Path Feature Aggregation
The key to our high 3D pose estimation accuracy is devising the
network to learn the stereo feature matching separately from the
distribution of full body pose in the train dataset. Thus, we replace
the one-path encoder stage of the previous work, which generates
pose features from the 2D joint heatmaps, with a two-path feature
aggregation stage. We first explain the heatmap encoder network,
which extends prior work estimating the pose features. Then, we
provide the details of the new Stereo Matcher network.

3.2.1 Heatmap Encoder. The input of the heatmap encoder is all the
heatmaps generated from the previous optical feature extraction
stage. The heatmaps include the joint positions of all 15 joints
and Perspective Embedding Heatmaps for 14 limbs concatenated
channel-wise. The heatmap encoder is a CNN-based network, and
the output is a 1D vector of 20 pose feature values.

3.2.2 Stereo Matcher Network. Our Stereo Matcher network is a
simple yet effective technique that takes the Perspective Embedding
Heatmaps of each limb as input and estimates the 3D orientation of
the limb individually. The 3D orientation of each limb is defined as,

o𝑙 =
[x𝑙 , y𝑙 , z𝑙 ]√︃
x2
𝑙
+ y2

𝑙
+ z2

𝑙

, a normalized vector of relative positions of a child from the parent
joint in a camera’s coordinate system. 𝑥𝑙 , 𝑦𝑙 , 𝑧𝑙 denotes the relative
3D coordinate.

The Stereo Matcher takes the heatmaps of one limb at a time and
estimates the specific limb’s 3D orientation. Figure 5 visualizes the
architecture, with the conventional heatmaps used for comparison.
Each limb is represented as a pair of position heatmaps of adja-
cent joints (i.e., a total of 4 channel heatmaps, including binocular
Joint Position Heatmaps of two joints). The per-limb process is
clearly distinguished from the heatmap encoder shown in Figure 6,

which takes heatmaps for all body parts to encode them as one
pose feature vector. The estimation without full body information
is possible due to stereo information and 3D cues from Perspec-
tive Embedding Heatmaps, and it prevents reliance on the trained
full-body pose distribution. The process does not require specific
knowledge of the limb. Thus, the weights of the Stereo Matcher
network are shared across different limbs for sample efficiency.
Our final network architecture integrates the Stereo Matcher with
the Perspective Embedding Heatmaps shown in Figure 3. The four
channels input is the Perspective Embedding Heatmaps of one
limb, including two channels each for sine and cosine. Our em-
pirical analysis shows that the integration has a synergistic effect
(Table 3).

3.3 3D Pose Reconstruction
In the final 3D pose reconstruction stage, the 3D pose decoder takes
the concatenated vector of the pose features and the 3D orientations
of 14 limbs as input. Then, it estimates the final 3D local pose of
the 15 joints. The 3D pose decoder consists of only fully connected
layers. Lastly, our system adopts a heatmap reconstructor of [Tome
et al. 2019], only used during training, to constrain the heatmap
encoder to preserve the uncertainty represented in the heatmap.

4 TRAINING DETAILS
Our Ego3DPose is trained and evaluated on a cloud server with
Nvidia RTX A6000 48GB GPU, and two AMD EPYC 7313 CPUs.
The entire process of training takes approximately 20 hours on
the UnrealEgo dataset. The network is trained in 2 stages, first for
only an optical feature extractor, and second for only a 3D pose
reconstructor. For the training of the 3D pose reconstructor, pre-
trained and frozen optical feature extractor weights are used to
estimate heatmaps.

The ResNet-18 in the U-Nets of the optical feature extractors are
initialized with pre-trained weights. Other networks are initialized
with standard normal distribution. The 3D orientation estimated
from Stereo Matcher (Section 3.2.2) is detached from the gradient
graph before being used as input to a 3D pose estimator to ensure
that the module is learned independently.

The network is trained for 10 epochs, with linear learning rate
decay from epochs 5 to 10 on the UnrealEgo dataset. For the EgoCap
dataset, due to its volume, the network is trained for 100 epochs.
Batch size 16 is used. Adam [Kingma and Ba 2015] optimizer with
learning rate 10−3 is used for the optical feature extractor. The learn-
ing rate-free D-Adaptation optimizer [Defazio and Mishchenko
2023], D-Adapt SGD is used for the 3D pose reconstruction to fa-
cilitate the tuning process with a growth rate of 1.02. Empirically,
the SGD variant is more effective with the intermediate output de-
tached during the training. More details of the network architecture
are described in the supplementary material.

4.1 Loss
We introduce the details of the loss term used for training our
system.We trainmodules in 2 stages, andmultiple losses are defined
for each stage.
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4.1.1 Optical Feature Extractor. Denoting the estimated Joint Posi-
tion Heatmaps as ˆ𝐽𝐻 and the ground truth heatmaps as 𝐽𝐻 , the loss
for the Joint Position Heatmap estimation is computed as follows:

𝐿𝐽 𝐻 =𝑚𝑠𝑒 ( ˆ𝐽𝐻, 𝐽𝐻 )
To encourage learning the heatmap evenly for limbs with differ-

ent pixel lengths, the Perspective Embedding Heatmap estimation
loss for each limb is divided by its pixel length, accounting for
the estimation error dependency on the length of the limb in the
pixel space. We observed that this helps to get stable test accuracy.
For the Perspective Embedding Heatmaps, denoting the estimated
heatmaps as ˆ𝑃𝐻 and the ground truth heatmaps as 𝑃𝐻 , the loss is
computed as follows:

𝐿𝑃𝐻 =
1
|𝑆 |

∑︁
𝑙∈𝑆

1
|ℓ𝑙 |

mse( ˆ𝑃𝐻𝑙 , 𝑃𝐻𝑙 )

𝑃𝐻𝑙 denotes a set of heatmaps for limbs, ℓ𝑙 is the pixel length
of the line in the ground truth heatmap, connecting two projected
coordinates of the ends of the limb, and 𝑆 is the set of limbs used
for the Perspective Embedding Heatmaps.

Loss weights for the optical feature extractor are set to 𝜆𝐽 𝐻 = 1
and 𝜆𝑃𝐻 = 1. The total loss (𝐿2𝐷 ) for the optical feature extractor
is the following:

𝐿2𝐷 = 𝜆𝐽 𝐻 ∗ 𝐿𝐽 𝐻 + 𝜆𝑃𝐻 ∗ 𝐿𝑃𝐻
4.1.2 3D Pose Reconstructor. The loss for the Stereo Matcher is
defined as follows,

𝐿𝑇𝑟𝑎𝑛𝑠 = mse(ô, o)
, where o is the ground truth of all limbs’ 3D orientation and ô is
an estimated orientation of all limbs.

The pose estimator is trained with 3D pose reconstruction loss,
heatmaps reconstruction loss, and cosine-similarity loss [Akada
et al. 2022] as follows:

𝐿𝑃𝑜𝑠𝑒 = Σ 𝑗∈ 𝐽 | |𝑝 𝑗 − 𝑝 𝑗 | |
𝐿𝑅𝑒𝑐𝑜𝑛 = (mse( ˆ𝐽𝐻, ˜𝐽𝐻 ) +mse( ˆ𝑃𝐻, ˜𝑃𝐻 ))

𝐿𝐶𝑜𝑠 =
∑︁
𝑙∈𝑆

𝑓 (𝑙, 𝑝 𝑗 ) · 𝑓 (𝑙, 𝑝 𝑗 )
| |𝑓 (𝑙, 𝑝 𝑗 ) | | | |𝑓 (𝑙, 𝑝 𝑗 ) | |

, where 𝐽 is the set of joints to estimate 3D position. 𝑓 (𝑙, 𝑝 𝑗 ) is a
limb 𝑙 ’s translation, the child joint’s 3D coordinate relative to the
parent joint, computed from given joint positions 𝑝 𝑗 . 𝑆 is the set
of limbs used by our systems. We set loss weights of 𝜆𝑇𝑟𝑎𝑛𝑠 = 1,
𝜆𝑃𝑜𝑠𝑒 = 10−1, 𝜆𝑅𝑒𝑐𝑜𝑛 = 10−3, and 𝜆𝐶𝑜𝑠 = −10−2 for the 3D pose
reconstructor. The total loss (𝐿3𝐷 ) for the 3D pose reconstructor is
the following:

𝐿3𝐷 = 𝜆𝑇𝑟𝑎𝑛𝑠 ∗𝐿𝑇𝑟𝑎𝑛𝑠 +𝜆𝑃𝑜𝑠𝑒 ∗𝐿𝑃𝑜𝑠𝑒 +𝜆𝑅𝑒𝑐𝑜𝑛 ∗𝐿𝑅𝑒𝑐𝑜𝑛 +𝜆𝐶𝑜𝑠 ∗𝐿𝐶𝑜𝑠

5 EVALUATION
5.1 Experimental Setup
5.1.1 Datasets. We evaluate using the publicly available synthetic
UnrealEgo dataset, generated through the Unreal Engine 1. More-
over, we further demonstrate the practicality of our approach on
1https://www.unrealengine.com

the real-world EgoCap [Rhodin et al. 2016] dataset. For our ablation
studies, we primarily use the UnrealEgo dataset. It provides much
more comprehensive coverage of diverse human movements across
various settings, which surpasses that of the EgoCap dataset. Fur-
thermore, it encompasses more challenging scenarios, particularly
those involving severe self-occlusions. Lastly, the dataset covers
various ethnicities and body types with 17 different characters.

5.1.2 Baselines. We evaluate our system against two state-of-the-
art binocular egocentric pose estimationmodels, e.g., UnrealEgo [Akada
et al. 2022] and EgoGlass [Zhao et al. 2021], using the evaluation
dataset. The results for baselines are based on the provided open-
source code [Akada et al. 2022]. The evaluation of UnrealEgo on
its dataset is based on the open-source weight. To perform a com-
prehensive evaluation of EgoGlass, we re-implement its full archi-
tecture as the body part branch, which is the primary factor for
its achieved performance, is not included in the source code. As
the body part branch requires segmentation data not provided in
the original UnrealEgo dataset, we utilize the pseudo-segmentation
technique proposed by EgoGlass.

5.1.3 Metrics. We utilize the widely recognized Mean Per Joint
Position Error (MPJPE) as a metric, which calculates the mean
Euclidean distance between the predicted joint positions and their
respective ground truth counterparts. Additionally, we also employ
Procrustes Analysis MPJPE (PA-MPJPE) as a complementary met-
ric to further quantify the precision and robustness of our approach.

5.2 Overall Performance
5.2.1 Evaluations on UnrealEgo Dataset. Table 1 shows the 3D pose
estimation errors of our proposed system, Ego3DPose, and two
baseline systems, e.g., EgoGlass and UnrealEgo, on the UnrealEgo
dataset. Tests are conducted for all motion categories within the
dataset, and our proposed system achieves the best results across
the board. Specifically, our system demonstrates an MPJPE of only
60.82, which represents a significant improvement of 23.1% and
27.0% over the UnrealEgo and EgoGlass systems, respectively, in
terms of overall error. Our system outperforms previous methods
in every motion category by a large margin, including challenging
motions such as “Crawling" and “Sitting on the Ground".

5.2.2 Evaluations on EgoCap Dataset. As the motions are not cate-
gorized in this dataset, we present the overall results. It should be
noted that the EgoCap dataset solely provides 3D pose annotations
for its test dataset publicly. We sorted the 3D test dataset by subject
and frame, trained on 80% of it, and reserved the remaining 20% for
testing purposes. Table 2 shows that our method performs well in
different settings and in real-world images. Our approach manifests
augmentations, as evidenced by 11.2% improvements in MPJPE and
12.6% enhancements in PA-MPJPE, in contrast to EgoGlass. More-
over, it outperforms UnrealEgo with 8.0% advances in MPJPE and
16.5% progressions in PA-MPJPE. It is worth noting that the Ego-
Cap dataset exhibits fewer instances of severe self-occlusions and a
narrower range of pose variations in comparison to the UnrealEgo
dataset. The baseline methods achieve modest accuracy resulting
in smaller performance improvement compared to the evaluation
on the UnrealEgo dataset.

https://www.unrealengine.com
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Table 1: Comparison with the state-of-the-art binocular egocentric pose reconstruction methods on the UnrealEgo dataset.

MPJPE(PA-MPJPE)
Method Overall Jumping Falling Down Exercising Pulling Singing Rolling Crawling
EgoGlass 83.33(61.56) 81.33(63.42) 131.64(94.70) 100.17(74.11) 81.96(62.07) 70.59(52.57) 103.29(92.66) 182.36(113.65)
UnrealEgo 79.08(59.26) 76.63(61.13) 126.82(95.99) 90.27(68.36) 78.20(61.39) 67.34(49.85) 86.26(71.61) 181.50(116.42)
Ours 60.82(48.47) 60.84(49.41) 95.78(79.17) 76.15(63.31) 58.08(45.69) 51.75(41.05) 81.94(71.16) 148.72(105.14)

MPJPE(PA-MPJPE)
Method Laying Sitting on the

Ground
Crouching Crouching and

turning
Crouching to
Standing

Crouching-
Forward

Crouching-
Backward

Crouching-
Sideways

EgoGlass 109.64(81.75) 207.31(144.72) 132.74(110.83) 128.50(100.83) 82.30(60.48) 79.23(65.41) 94.77(77.98) 93.89(77.91)
UnrealEgo 97.84(76.62) 194.34(150.33) 116.77(97.88) 128.23(104.32) 76.80(55.18) 73.60(61.89) 78.19(62.01) 84.91(71.41)
Ours 83.36(69.85) 153.81(133.37) 93.59(79.64) 109.05(89.97) 65.34(48.70) 53.99(45.94) 58.13(46.90) 67.67(56.69)

MPJPE(PA-MPJPE)
Method Standing-Whole

Body
Standing-Upper
Body

Standing-
Turning

Standing to
Crouching

Standing-
Forward

Standing-
Backward

Standing-
Sideways

EgoGlass 70.17(51.55) 70.18(46.32) 77.72(59.29) 77.82(70.02) 77.34(62.27) 75.13(58.47) 85.19(67.76)
UnrealEgo 68.47(50.10) 66.54(45.44) 74.33(57.92) 74.09(61.25) 70.79(56.61) 68.13(55.17) 78.92(62.27)
Ours 50.37(39.90) 50.51(37.19) 58.52(48.08) 59.64(52.78) 55.71(48.72) 51.96(42.58) 60.93(51.22)

MPJPE(PA-MPJPE)
Method Dancing Boxing Wrestling Soccer Baseball Basketball Football Golf
EgoGlass 83.72(65.50) 71.38(54.25) 86.09(65.28) 82.29(58.24) 77.69(61.04) 59.68(47.73) 102.15(80.56) 69.37(48.22)
UnrealEgo 79.99(63.20) 68.69(51.39) 83.73(64.47) 78.32(56.24) 72.81(56.73) 60.48(45.41) 99.56(81.81) 73.86(49.01)
Ours 61.30(50.82) 49.91(40.25) 65.48(51.76) 54.46(43.70) 69.25(55.58) 48.39(35.83) 83.28(72.96) 54.52(38.10)

Table 2: Overall error comparison of Ego3DPose, EgoGlass
and UnrealEgo on real-world EgoCap dataset.

Error
Methods EgoGlass UnrealEgo Ours

MPJPE 61.78 59.16 54.41
PA-MPJPE 46.06 48.22 40.24

Table 3: Ablation results of Perspective Embedding Heatmap
(PH), Stereo Matcher (SM) on UnrealEgo Dataset. The input
for B+SM evaluation is two adjacent joint heatmaps.

Error
Methods Baseline(B) B+PH B+SM B+PH+SM

MPJPE 79.08 75.82 66.72 60.82
PA-MPJPE 59.26 58.52 52.29 48.47

Table 4: Ablation of two-path feature aggregation on Un-
realEgo dataset. The Heatmap Encoder (HE) module is used
exclusively, and then with our Stereo Matcher (SM), Rotation
Decoder[Tome et al. 2020] (RD), and Orientation Decoder
(OD).

Error
Paths HE HE+RD HE+OD HE+SM SM

MPJPE 75.82 73.48 70.77 60.82 73.40
PA-MPJPE 58.52 57.32 55.83 48.47 51.62

5.2.3 Inference Time. The total time was 18ms making our net-
work suitable for real-time applications. Our latency breakdown
shows that the per-limb Stereo Matcher network incurs minimal

Table 5: Comparison of results on UnrealEgo dataset with
different representations used for Perspective Embedding
Heatmaps on the UnrealEgo dataset. Tri. is the result with
the trigonometric function.

Error
Heatmaps Joints Line(L) L&DepthL&AngleL&Tri.

MPJPE 66.72 65.66 82.36 65.68 60.82
PA-MPJPE 52.29 51.82 63.41 52.27 48.47

computation overhead (e.g., Optical Feature Extraction: 13.88ms,
Heatmap Encoder: 1.07ms, Stereo Matcher: 1.51ms, Pose Recon-
struction: 0.32ms). [Akada et al. 2022] has shown that naively using
a larger computational capacity, replacing the ResNet-18 backbone
with up to the ResNet-101 backbone, does not improve accuracy.
Our method effectively takes advantage of additional computation.

5.2.4 Qualitative Comparison. We demonstrate our system’s ac-
curacy qualitatively. Fig. 7 shows the comparison to the previous
methods in both the UnrealEgo dataset and the EgoCap dataset.
The results on the UnrealEgo dataset show that our method is sig-
nificantly more accurate on challenging poses. The EgoCap dataset
evaluation shows that our method performs much better compared
to previous methods in the real-world setting. Refer to the video
attached as supplementary material for more results.

5.3 Ablation Studies
5.3.1 Breakdown of Accuracy Gains. Table 3 shows the effective-
ness of our two newly proposed techniques, Perspective Embedding
Heatmap (PH) and Stereo Matcher (SM). The reduction of MPJPE
is 4.1% when only the Perspective Embedding Heatmap is used
without the Stereo Matcher. Alternatively, with only the Stereo
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Matcher, using the joint position heatmaps as shown in Figure 5, a
reduction of 15.6% in MPJPE is achieved. Lastly, the combination of
techniques results in a synergistic effect, leading to a substantial
reduction of 23.1% in MPJPE.

5.3.2 Effectiveness of the Two-Path Feature Aggregation. We now
compare the effectiveness of our Stereo Matcher with design alter-
natives in Table 4. The Perspective Embedding Heatmap is used as
an input to the Heatmap Encoder for all experiments. The two key
features are i) per-limb 3D orientation estimation and ii) utilization
of 3D orientation as an intermediate output to assist the Heatmap
Encoder for the final 3d pose reconstruction. Regarding the first
feature, we evaluate it against a single network that predicts all the
3D orientations simultaneously from the concatenated heatmaps
(referred to as Orientation Decoder in Table 4). This alternative
only reduced the MPJPE by 6.6%, while our network achieved an
impressive 19.8% improvement. We also show the effectiveness of
the second feature by incorporating the rotation decoder proposed
by [Tome et al. 2020]. The decoder estimates 3D joint rotation from
encoded pose features and guides the heatmap encoder to learn
rotational features. This method is not as effective as using the
3D estimation as an input to the pose decoder. The experimental
result indicates that the inclusion of a rotation decoder yields only
a minimal increase in accuracy for 3D pose recognition by only
3%. Lastly, we evaluate using only the Stereo Matcher path in the
last column. Stereo Matcher alone outperforms the one with only
the Heatmap Encoder, which shows the importance of the per-limb
independent feature extraction.

5.3.3 Effectiveness of Perspective Embedding Heatmap. We experi-
mented with alternative representations to embed perspective in-
formation in the heatmaps. The result is shown in Table 5. We first
compare joint and line-based representation. The line-based repre-
sentation is a raw limb heatmap without perspective information.
The heatmap value represents the position of the limb rather than
the orientation, as in ours. The results show that limb representation
has a slightly better performance compared to the two joint-based
one. We also test the alternatives of our trigonometric-based rep-
resentation of the perspective effect. Specifically, we compare two
other alternatives: depth and raw angle. The pixel value of the depth
heatmap is the depth of each point on the limb. We normalized
and added an offset to the depth value to keep it larger than zero.
The raw angle representation refers to the limb-view angle without
applying the trigonometric functions. The results show that our
trigonometric-based representation achieves the highest accuracy.

6 CONCLUSION
In this work, we push the performance boundaries of binocular
egocentric 3D pose estimation. We identify an under-utilized source
of information in the highly constrained setting, stereo correspon-
dence, and perspective effect. Our system incorporates a novel
Stereo Matcher network, which learns to estimate 3D pose inde-
pendently using stereo correspondence of heatmaps for each limb.
It alleviates the issue of overfitting to the distribution of full body
pose in the dataset. Furthermore, we introduce a 3D Perspective
Embedding Heatmap representation. It effectively captures the per-
spective effect while preserving the inherent uncertainty associated

with heatmaps. Our system demonstrates substantial improvements
compared to state-of-the-art methods. It is noteworthy that our
proposed techniques are not exclusively tailored to the egocentric
and binocular setting. They hold potential for direct application
in various contexts of human 3D pose reconstruction, providing
benefits beyond the scope of this work.
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Figure 7: Qualitative evaluation of our method. The first four poses are from the synthetic UnrealEgo dataset, and the last two
poses are from the real-world EgoCap dataset. The EgoCap validation 3D set has two sequences after our train/test set splits, so
we show two samples from each. The red pose is the ground truth and the grey pose is the predicted pose from methods.
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